**3.2.Software**

**3.2.1.Dataset Description**

In order to classify test subjects as alcoholics or normative, with a reasonable accuracy, the classifier has to be trained with several samples of the test subjects, and subsequently tested with more samples. These samples along with the appropriate labelling constitute the dataset.

**3.2.1.1.** The data in the dataset is an array of values which represent the ECG signal of the test subject.

**3.2.1.2.** The ECG data used has been recorded at the Autonomic Lab, Department of Neurophysiology, NIMHANS, Bengaluru. The data was recorded after taking informed consent adhering to Helsinki’s declaration.

**3.2.1.3.** At the Autonomic Lab , HRV is done using proprietary hardware and software setup by AD instruments, Australia. The product used in the lab premises for observing and recording HRV is PowerLab.

**3.2.1.4.** This device uses high sample frequency (of the order of 1kHz) to record electronic activity of the heart and other signals pertaining to other functions such as respiratory functions et cetera. The raw ECG data was extracted as five minute samples in European Data Format [EDF].

**3.2.1.3.** The dataset comprises of 67 samples, out of which 38 are ECG recordings of alcoholic test subjects and 29 are of normative test subjects.

**3.2.5.Classifiers**

**3.2.5.1.Extreme Learning Machine[ELM]**

Classification is the process of identifying which sub category (or class) a certain sample belongs to. Several classification algorithms have been developed and tested for a number of datasets, for example, Support Vector Machines, Naive Bayes Classifier and Neural Networks. Some classifiers perform better than others for a certain application, or for a specific dataset. There are a number of parameters that are looked into which selecting a certain classifier for a certain application, like accuracy, training time, testing time and for neural networks, the number of hidden layers, and the number of neurons in each layer. One of the classifiers that is chosen for this dataset is the Extreme Learning Machine [ELM].

**3.2.5.1.1.** A neural network is a processing unit consisting of sub units called neurons, which are interconnected to each other. These interconnects are assigned weights, representing the acquired knowledge, which may or may not be changed as the classifier is trained using the training samples. A neural network consists of an input and output layer, along with one or more hidden layers.

**3.2.5.1.2.** In machine learning, if the classifier is being trained using labelled data, that is, the corresponding target output is given for a certain input, it is known as supervised learning. If the classifier is being trained using unlabelled data, and clustering algorithms are required, it is known as unsupervised learning.

**3.2.5.1.3.** A feed forward network is one in which the values at the input are propagated towards the output through the hidden layers without being looped back to any preceding layers as an input.

**3.2.5.1.4.** Back propagation consists of values that are fed forward through to the output, the error is calculated, and fed back to the preceding layers in order to correct the weights.

**3.2.5.1.5.** ELM is a single hidden layer, feed forward neural network. The weights connecting the input nodes to the hidden layer nodes are assigned randomly and never updated. The weights between the hidden nodes and output nodes are learnt in a single step. These models can learn several times faster than neural networks trained using the back-propagation algorithm. They are also known to produce decent generalisation capability.

**3.2.5.1.6.** The architecture of an ELM model is fixed a-priori, that is, the number of neurons in each of the layers is fixed before training. The number of input layer nodes is equal to the size of the feature set being input to the classifier. The number of output neurons is equal to the number of classes of samples being fed. The number of hidden layer neurons is chosen based on which value gives highest accuracy without over-learning.
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**3.2.5.1.8.** The dataset is split into training data and testing data. The training data is used to train the classifier, after which the test data is used to test the accuracy of the classifier. The percentage of training and testing data is varied in order to prevent under-learning and over-learning and obtain best accuracy.
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**3.2.5.1.11.** The Activation Function is used to calculate the output of each neuron in the hidden layer. Examples of Activation functions include Sigmoid, Sinusoidal, Hard Limit, Triangular Basis function, Radial Basis functions. Htemp is the input argument to the activation function, which results in H, as shown in equation( )![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJYAAAAPCAYAAAAGaDZpAAAAAXNSR0IArs4c6QAABHNJREFUaAXt1j+OVEcQBnCwkCwjESC0EclEZJvZGSHppsQvJid/B+ACvgAX4AR7A99gjsAR7Po9+hua9s5qZ97DsmA+qfSqqqur61/3zKNHF1wq8B9U4Jc649eiJ+3ryF5+TLEBnp/pQ1xrsSaH1EIcT4vI6HthTaxiSpx4vsQcHRnfU4kngY+XD9nxrIz+Kvq76HXb8HuT6Q3eWkiO/1Pxqjacs28853MpPozKB8q7shMDmoreN15s3wNrYlVn+9Mz38T7Z9Prd/J50ICU/Yi5FDej8i7ZAPWFzyCc+8qMZ+xLIZkkPK73suHuE77qF0/g5ZPbL581r4zYc+mEsCta44+PHlvFKk6vUQ9x0/cwfAZuDfi8dz40m9F1d8rUdJ3qbNbrp3DOGIfELUIGG/ZF7G6L7CP7fmpUn6XB5CA+FOtdUX8j3Srr/GSoDRn/Yoqft8Wz8Qp9LOIrQ2nIxaRhfDsDpiJ2uQR84u/zZb8z5auxW8Yq1+RT7AHiklNgGOSTuKM/9Zv+HN2nmA5S2BC5D6bEBSmy9ZHGoWlbDkPDXjCBpigGWNN46/SgsfQKkQYUu/xniM2+5DSaLq+KxsV38ivVspfPxIq37vXB8xH7DKIBsMZnv9egkcVpWPF0x3wlBzbOZw9bxSr2vr58p4bO2jfCI2trkAcpdfqXLzdXckGCSZOiP+ebpsy1WTJkeFNEHuF1iU1uFpvEhNd4+8cnnj8NBrxGwlzEL+yL4p/Mjr9d46/r259b4jJsGV5705AMIBv+M+y74vkdfTn7pmgE2y1idf5ucJ6HoG++V+222RnyufEuBDs638jypVPb1LfYQ0963/QHSGw6SF+LzPEIRReU4EIfm64/tFRLYIqZYOfiM8B89A0ucYFYrho/1bd/2hXO+XwCecIUdkX2giaFJ+MNgTjw+QnIyyJul2tfBOIiQ2z6PV9WvjSEraLz+64t3OVrPLuZbhrrXYMlPvoeYs2Ae+HE7ZKyRS6JHNjNRVP7WtMP+YKBY3PnYKVwuTE2zEVjMPTAmSJfDUQ3HmB42AWSEAhYmzEFjb0uSixT8XwZQnxeTrL97ACfhuMN+Jsi/3EUwDcNpX9RxE4OwJ9iAb0YYF9kr3j7mEv8Bmpk3Vn2a1DsR19/NJvUg53YtoxVHBnuYheIMTlSOF+sqaHz1V/OYk7dnxWvnuJU47z4+hY8KYav1DP6ZfLSrBzuIMbILT8XEuQjBZaIoOis0eMFryCCkwDdVAT7IoWRLJAzSGTJxsfceIWTC73XjV98XiDnIXJyzvClQM5xbgbdfoM5gp01TfAlH/NVS4dXwPkZgK1i5T/1w0N6IBdDoDZ4sU5FoCev2leOvxWJiS/2+JsidtbZBvRy+d9BIyXcI82l6/nepuczdL1u5EcbZ97n+7613ndv1/PHbOjFcsw2677BqbG6pC7tOTgW166cTYNDtgZ0rO1gdhF/pArcVjJe0a2wK0f9LwW/fumeYi74uSpw7PX5uapwyfZSgUsFLhU4WoF/AHmYTYrgcXWJAAAAAElFTkSuQmCC)
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It is to be noted that H has the same dimensions as Htemp.
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**3.2.5.1.14.** Once the classifier is trained, that is, all weights and biases are obtained, it is tested with the test sample data set.

First, the Input Weights, W, are multiplied with the Input Feature dataset (after passing through kernel function with centres as the same as that of training phase), given by Xtest, and added with the Bias, B, to obtain Htest as given by the![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAAMCAYAAAD1XTohAAAAAXNSR0IArs4c6QAAArRJREFUSA3t1r1qVFEUBeCJxigRC0FtLJwq2AQbEQTBJqWW2gnWsTWNIE4t1oIvYGOpD+A8gWKl1SBY2Al2gn/rS+7Gk8skIckMNlmw5uzzt/c6++xzk8HgCIfKwPHe7mPpL4UL4YnwV3iy6f+OPQ9UDPGL4otHi3m66J2mzZ55aBNrOfwT0rMYysmOOJOZ96ENN7pVV7u+cUJnDSLHoZgr4dnOnqStZJp7FRpjl7ZnXd++eUD8jVBMsV52tkTuCIl60cy6fQ4cbF64GMdiFL7FWK9OWn1wwaVF4tkq5KDgY7THZpfVamO32rZtl3ELhs3o7W6sGZq5eb6L4UB1Ya+7KMSudbZmEpqTVPsOA+ety9nJzzgTKg/qdQw3e1N+PAUJVIVEltBykKF9weH565P/FhJnjacxCs1PQugfsCqinvHWqoP9itv333oqXbTJhXbXuN55Cbe5qqE2+R6uhuA5WYP1vEddP82+UEJVu8+HyqLDBYjZwryDtFVZibeOZpUFNJrjhw0VS+KQr6J1LerTUn5o2lZMnLXg6EH4vBvk4Et4KvwRjsNb4b3wdPg5vBR+DN+Gb8KbYcEhH4ffa6BrP6V92BtTdVdCsc6F4kKr0QEvbI4OBk+aOUm+Fn4Ir4fgj86d8F1nu5SfIZTPpdhfQwVgzPlbbKTzNKz1+o/CKpiY/1DVVjdlZhS6pYLbXwyNrXSDw7SjUOsgLZbTcQnE99muY09CzwTsc5hhWPAKxl2ntPINd0N7+FgNqwJdCr3r4TTs9Q10TkkDfmjaVoEmwKRgFtQGovRRsiqY/4esdaDL4e3Q07fvfnhQ8CHJINZk09r6kQA6XCCIqV8XKbE0atdCCbaHTxqnHjrj4jjLNFRMOsQVbxTOBAuNF8mfBRymRb/fzu1mlzZt2butP5r7nxn4C2V9mPrc7xhZAAAAAElFTkSuQmCC) equation( ).
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**3.2.5.1.17.** ELM has been found to be good at learning easy functions and performing well for small number of labelled data. They are also incredibly fast to train and have fewer parameters that need to be trained. They provide comparable accuracies to that of other classifiers like Support Vector Machines [SVM], and other deep neural network architectures, for a highly reduced training period and reduction in size of the neural network, owing to the single hidden layer and random initial assignment of input weights, which are not modified during the rest of the training process.

**3.2.6. Validation**

Validation is an incredibly important part of testing how well a classifier works. Having trained the classifier for a certain portion of the dataset, it is essential to find out how well the classifier performs when exposed to a set of test data it has not seen before. Sometimes, the data that a classifier is trained for might result in the classifier being biased towards a certain class and might perform poorly when given test data that belongs to a different class. So it is important to test the classifier using different test data sets or combinations of data for a classifier which has been trained for a corresponding different combination of training data set, so that upon averaging out the accuracies obtained from each train-test combination, we obtain an overall generalised picture of how the classifier performs in the real world and allows us to prevent over-fitting of the classifier. In cross-validation, the entire dataset is split into subsets of training and testing data, which are complementary to each other, and several rounds of training and testing are done, and results averaged over all the rounds of validation.

**3.2.6.1. Types of Validation**

There are two types of cross validation, namely Exhaustive Validation and Non-Exhaustive Validation. Exhaustive cross-validation consists of Leave-P-Out Cross-Validation and Leave-One-Out Cross-Validation. In exhaustive cross validation, all possible combination of samples of data set are chosen and used to train and test the classifier. Non-Exhaustive cross-validation consists of K-Fold Cross-Validation, Hold-Out Method and Repeated Random Sub-Sampling Validation. Non-exhaustive cross validation methods do not include all possible combinations of samples from the dataset for training and testing the classifier. These methods are an approximation of the leave-p-out cross validation method that falls under exhaustive cross-validation.

**3.2.6.2. Leave-One-Out Cross-Validation**

This is a type of exhaustive cross-validation and an explicit example of leave-p-out cross-validation for p=1, in which one sample from the dataset is chosen for testing and all other samples are chosen to train the classifier per iteration, and this procedure is iterated for as many times as there are samples in the dataset, only that the sample chosen for testing is different every single iteration. The accuracies over every single iteration are averaged over and an average accuracy is obtained. This method is better than leave-p-out cross-validation in that the number of combinations of train-test data are numerically equal to the number of samples in the dataset. For example, in a dataset having 100 samples, in each iteration, 1 sample is chosen as the test data while the other 99 samples are chosen as the training data.

**3.2.6.3. K-Fold Cross-Validation**

This is a type of non-exhaustive cross-validation in which the dataset is randomly partitioned into k number of equally sized subsets, and in each of k number of iterations, one of the subset is chosen as the test data set while the rest of the k-1 subsets constitute the training data set, and the subset chosen to test and the subsets chosen to train the classifier are unique in every iteration of training and testing. The accuracies obtained in each kth “fold” are averaged out to obtain an average accuracy that gives us an idea about the performance of the classifier. The advantage of this method of cross validation is that every single subset is used for both training and testing and a certain subset is used for testing only one time. The value of k determines the percentage of the dataset that is used for training and testing. For example, if k=4, for a dataset having 100 samples, the dataset is split into 4 subsets of 25 samples each. In each iteration, 75 samples are used for training and 25 samples are chosen as the test dataset.

This procedure happens 3 more times for the other 3 subsets of 25 samples, while the rest of the 75 samples in each fold participate as the training set. The accuracies over the 4 folds are averaged and presented as the accuracy of the classifier. When k equals the number of samples in the dataset, it becomes nothing but leave-one-out cross-validation.

**3.2.6.4. Confusion Matrix and Table of Confusion**

A confusion matrix is a table of values which provides us with a way to visualise the performance of an algorithm, or in the case of pattern classification problems, the performance of a classifier. The rows represent instances of the actual class while the columns represent instances of the predicted class. From this matrix, we can get to know how many times the classifier is classifying the sample correctly and and how many times a certain class of sample is misclassified as another class, and the number for each class. The table of confusion (also called the confusion matrix) is one consisting of 2 rows and 2 columns. The 4 elements of this matrix give us the number of True Positives, False Negatives, False Positives and True Negatives. True positives are those samples which were classified correctly for a specific class. False negatives are those in which the actual label was that of the class we are calculating the matrix for, and the classifier predicted wrongly. False positives are those in which the predicted label was that of the class for which we were finding the matrix for, but the actual label was that of another class. True negatives are those in which all the other classes apart from the class we were calculating the matrix for, were classified correctly.

|  |  |  |
| --- | --- | --- |
| Total Population | Prediction Positive | Prediction Negative |
| Condition Positive | True Positive | False Negative |
| Condition Negative | False Positive | True Negative |

**3.2.6.5. Sensitivity and Specificity**
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Both of these are measures of the performance of a classifier for a certain dataset.